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DEEPFAKE - NOWA TECHNOLOGIA IMITACJI W 

CYBERATAKACH 

Streszczenie: Poniższa praca zawiera analizę głównych zasad technologii DeepFake, możliwe 

zastosowania tej technologii w cyberatakach oraz zalecenia dotyczące ochrony przed nimi. 
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1. Introduction 

We can now see the widespread adoption of computer information systems. At the 

same time, the requirements for the security of such systems, in particular those used 

in the banking and economic spheres, are getting higher. 
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For successful user identification and authentication modern security systems rely on 

several factors, which are sufficiently robust in most cases. Despite this, human factor 

exploitation is one of the most effective tools for hacking. This is based on the social 

engineering attacks. Their main purpose of these attacks is to persuade the user to take 

the action necessary for the attacker. Different methods are used to do this, from fake 

phone numbers to social networking accounts. Recently, however, the development 

of machine learning technology has ushered in a completely new method for 

cyberattack - using of DeepFake technology. 

In 2018, machine learning was firstly used to generate fake adult videos [1]. Since 

then, DeepFake technology has evolved rapidly and achieved significant results. It 

can be used not only for video generation but also for realistic voice imitation. The 

basis of DeepFake's work is the use of artificial neural networks such as Generative 

Adversarial Networks (GANs). Its principle of work is the application of two neural 

networks that compete with each other within the framework of a zero-sum game. 

One network (generator) generates potential candidates, and the other (discriminator) 

evaluates them. Thus, the first network learns to build an image that would allow it to 

pass the criteria for selecting a second network. In addition, the discriminator is 

allowed to influence the criteria for selecting the source data for the generator, which 

makes it a full participant in the learning process [2]. In practice, such a system can 

achieve significant results. 

Further development of neural network technology allowed such generation to be 

performed in real time, such process is shown on picture no. 2. 

 

 
Figure 1. The process of creating a real-time imitation of a human neural network 

in DeepFake technology 

 

Until recently, DeepFake technology was mainly used for entertainment purposes 

such as FaceApp application, etc. However, recently a malicious use of this 

technology was recorded for the first time. 
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According to the Wall Street Journal [3], in March 2019, the CEO of a British energy 

company was robbed of € 220,000. He sent the money to a supplier from Hungary 

because his boss, the head of a parent company in Germany, repeatedly confirmed to 

him this instruction. Nevertheless, the attacker simply used AI-enabled software to 

replace his face and voice with the face and voice of the supervisor in real-time and 

demanded the payment within an hour. 

The program used by the thief was able to completely simulate the person's voice: 

tone, punctuation, even a German accent. The message came from the head of the 

company in Germany, additionally the British director was sent an email with his 

contacts. 

As a result, all the money was stolen. They were transferred from a Hungarian account 

to Mexico and then dispersed worldwide. However, the attacker did not stop there and 

asked for a second urgent transfer, in order to "speed up the deliveries from Hungary". 

Then the CEO realized that something was wrong and called his real boss. The name 

of the company and its employees have not been disclosed yet as the case is under 

investigation and the attacker has not yet been found. 

This proves that DeepFake technology has reached a level of development that allows 

its use in real cyberattacks. 

2. Main part  

DeepFake technology can be used in a wide range of cyberattacks, both as an auxiliary 

and as a major tool. It allows an attacker to simulate both the image and the voice of 

the victim, but enough data to train the model is need to be collected. 

Due to the widespread use of social networks, by both celebrities and ordinary people, 

the problem of gathering the necessary data is a matter of time. Moreover, scientists 

have recently announced a neural network that is effective enough to train a model 

using only one photo of a person [4]. Thus, even the person who does not use social 

networks can become a potential victim since it is enough to take only one photo. 

Voice simulation still requires collection of a large amount of audio data for the model 

to learn to imitate the voice timbre and the victim's accent. However, if the victim is 

a public figure, then the issue of collecting media generally turns into a search for a 

several interviews. If the victim is a non-public person, it is enough for the attacker to 

have a conversation with her on the street and record her on a hidden voice recorder. 

Therefore, the process of preparing a model for a successful attack does not take too 

much time. Thus, DeepFake technology has great potential for use in cyberattacks. 

Now let us look at the main attack vectors in which DeepFake technology can be used 

as a tool. 

2.1. Fraudulent Attacks 

Using DeepFake, attackers can greatly simplify the tasks of social engineering, which 

in this case boils down to gathering the necessary data about the person whose image 

will be imitated. Previously needed to gather a lot of information about the victim, his 
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or her habits and personal life, it is now simplified to choosing the person the victim 

trusts and to use his or her imitation to persuade the victim to do what the attacker 

wants. On picture no.2 two photos are shown – a real one, and a one generated by 

DeepFake [5]. As we can see, the difference is almost impossible to see. 

 

 

Figure 2. Left photo is real, right photo was generated using DeepFake technology 

2.2. Identity theft 

If, in the previous vector of attacks, the person who knew and trusted the victim of the 

attack was a person to imitate, then in this case, the victim itself is imitated. 

Identity theft is a common cybercrime in developed countries [6]. It involves the theft 

and forgery of the victim's personal data, which allows an attacker to make purchases, 

book tickets or engage in unlawful activities on behalf of the victim. Thus, the attacker 

uses the victim as an anonymizer, hiding his own identity. 

Successful conduct of this type of attack requires access to the victim's confidential 

data - social security number, passport, etc. [6]. DeepFake in this case helps to extend 

the limits of the attack by allowing the attacker to act on behalf of the victim in the 

virtual space - to make videos and skype calls, post photos and videos on social 

networks, which will be very difficult to distinguish from the original. Because 

model’s training data is much more accessible than the victim's confidential ID data, 

DeepFake can be a unique complement to this type of attack if an attacker needs to 

expand its scope. 

2.3. DeepFake in politics 

DeepFake technology opens up new opportunities for manipulation in politics and 

media. 

Today, world leaders are increasingly using social networks, such as Facebook or 

Twitter, to advertise or express their public position. There have already been several 

cases of hacking famous people's accounts and posting messages on their behalf [7]. 

With DeepFake, such attacks can have a much greater impact. A successful imitation 

of a political statement by a world leader, distributed on his behalf from his account, 
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can potentially provoke a big political conflict. In addition, not only well-known 

politicians who have their own verified accounts can be victimized - attackers can 

imitate a message from the leader of a terrorist or other illegal organization and upload 

it to the Web - exposing such a fake is much more difficult, and the consequences can 

be much worse. 

Another way to use DeepFake is to spread fake news - it can present any statement 

from any politician. Of course, such a fake will eventually be exposed, but the social 

impact resulting from its publication may have far-reaching consequences. 

2.4. DeepFake for tampering with media evidence and personal compromise 

DeepFake can also be used to falsify evidence and compromise a person. With the 

help of this technology, an attacker potentially can fake evidences of a particular 

person's whereabouts at a certain point in time. 

If the fake is not revealed by expertise, this fraudulent evidence can even be used in 

court. 

Another option for such a vector of attack is the use of the technology by totalitarian 

regimes in order to compromise a person in the media or justify special measures 

against their citizens. 

In this way, DeepFake technology can be used as an effective primary or secondary 

tool in a range of cyberattacks, delivering a new level of cybercrime. 

2.5. Anti-attack measures with DeepFake technology 

Since the main purpose of the technology is to create fake information about an 

individual or to disseminate false information on his behalf, it is important to be able 

to use an additional verified source of information to refute the fake information. 

Possible security measures are different for each of the above attack vectors. 

If an attacker uses DeepFake to engage in fraudulent attacks, the victim must have an 

additional hidden channel of communication with the individual, or request that the 

information provided be confirmed. 

An example of a hidden link may be an additional phone number, or a social network 

account created by a different name so that abusers do not know it. 

Confirmation of the information provided is possible by using special keywords 

agreed in advance, which will not be known to the attacker. 

When it comes to financial transactions, it is a good option to use EDS to confirm 

instructions for conducting financial transactions. Such a defense system could 

prevent the attack described in [3]. 

In order to protect against DeepFake in an identity theft attack, the victim should 

identify the suspicious activity on his or her behalf and alerted all her entourage in 

advance, as well as the relevant government agencies. This will make it much more 

difficult for the attacker to take further actions, because all interested persons will 

check all the information coming from the victim more closely. 

Protection against policy and media attacks is to collate and verify the information. It 

is important to know that political negotiations take place through secure channels of 
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communication and controversial publications on behalf of officials should be 

immediately interpreted as a possible fake. 

The protection against compromise of the person and the evidence should be done by 

the introduction of advanced DeepFake recognition technologies and the adoption of 

relevant regulatory acts by government bodies. This will allow to identify false 

evidence in a timely manner and prevent the compromise. 

3. Conclusion 

The further development of DeepFake technology initiated its use by cyber-attackers. 

Now, in the absence of software that can detect fake audio and video data quickly and 

efficiently, we can predict that DeepFake will quickly enter the arsenal of attackers as 

an effective social engineering tool. 
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